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Problem
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Error Identification:
Classification of nodes as 
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Solution
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Solution Techniques

Confidence Calibration

Model Visualization

Explainable AI

We find that TEIGR is well calibrated and only slightly under-confident.

We improve the calibration.

The visualizations reveal clusters based on topographical proximity and the 
node labels.

We show that model training improves the representation.

Main Contributions

Content of this presentation

Confidence Calibration

Model Visualization

Explainable AI
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Evaluation: Qualitative Analysis 
Explanation Categories for False Positives (FPs)
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Evaluation: Characterization Score Analysis
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Evaluation: Fidelity Analysis
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Main Contributions
Recap and Conclusion
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Solution Techniques

Confidence Calibration

Model Visualization

Explainable AI

We find that TEIGR is well calibrated and only slightly under-confident.

We improve the calibration.

We visualize the internal representations of TEIGR with dimension reduction 
methods. 

We show that model training improves the representation.

We categorize the explanations for incorrectly classified nodes.

We analyze the explainability of correctly classified vs. misclassified nodes. 

We enhance the loss function which improves the explainability.

Main Contributions
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Solution Techniques

restricted

12

Solution Techniques

Confidence Calibration

Model Visualization

Explainable AI

R1.1 How well is TEIGR calibrated?

R1.2 Over or under-confidence?

R1.3 Improvement with calibration methods?

R2.1 Do the visualizations show clusters?

R2.2 Influence of model features on visualization?

R2.3 Do the clusters become more differentiated through model training?

R3.1 Division of explanations into categories for FPs and FNs?

R3.2 Difference of correctly vs. wrongly classified node explanations?

R3.3 Improvement by adding an explainability term to the loss function?

Research Questions

Confidence Calibration

Model Visualization

Explainable AI
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Graph Neural Networks (GNNs)
Message Passing
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Features
Description of GNN Features used for Topology Error Identification
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Grids
Grid Topologies and Their Properties
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Hyperparameter Configuration
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GNN Explainability
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Explainer Algorithms
Overview of the used explainer algorithms, categorized into gradient- and perturbation-based
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Confidence Calibration

Definition Calibration: 

Reliability Curve: 

Expected Calibration Error (ECE):
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Confidence Calibration
Reliability diagram (left) and corresponding confidence histogram (right) for uncalibrated GNN
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Confidence Calibration
Calibration Methods: Histogram Binning and Temperature Scaling

Histogram Binning    Temperature Scaling
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Model Visualization
PCA, t-SNE and UMAP visualizations of the trained TEIGR
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Future Work

• Addressing “Missing Connection” Errors

• Sensitivity Analysis to Enhance Explainability

• Enhance Loss Function by Fine-tuning Pre-trained Model

• Alternative Approaches to Enhancing the Loss Function

• Adapting TEIGRs Usage Based on High Characterization Scores

• Advanced Confidence Calibration Methods
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