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Problem motivation PDF content extraction

PDF files

Self-contained file format,
which shows a document
exactly how its author
intended

They comprise a bigger
part of the Internet with
every day [1]

Figure: Contents of the PDF document
“A Benchmark and Evaluation for
Text Extraction from PDF” [2]
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Problem motivation PDF content extraction

Content extraction 1/2

Automatic content extraction is a a challenging topic with many
sub-problems:

extraction of textual content
grouping text blocks according to semantic role
dehyphenation
and others...

This bachelor thesis focuses on the extraction of textual content,
which enables:

Search engine indexing,
Conversion from PDF to other file formats,
and others...
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Problem motivation PDF content extraction

Content extraction 2/2

Problem: PDF is layout based - main goal is showing its
contents in their proper form and position

Consequence: Textual information is only stored on character level,
with:

no connections to their respective semantic blocks
(e.g. words and text lines)
no information about whitespaces

Tanyu Tanev Bachelor thesis October 11, 2019 6 / 29



Problem motivation PDF content extraction

Content extraction 2/2

Problem: PDF is layout based - main goal is showing its
contents in their proper form and position
Consequence: Textual information is only stored on character level,
with:

no connections to their respective semantic blocks
(e.g. words and text lines)
no information about whitespaces

Tanyu Tanev Bachelor thesis October 11, 2019 6 / 29



Problem motivation PDF content extraction

Content extraction 2/2

Figure: How textual content is stored
on a character level

Figure: How the textual content from
the left has to be extracted
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Problem motivation Rule-based approaches

Rule-based approaches

Solution: Group characters to bigger blocks

How?
Top-down approaches - segment a page into smaller blocks (e.g.
columns) and continue way downwards
Bottom-up approaches - first group individual characters to words and
text lines and work upwards to bigger blocks
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Problem motivation Rule-based approaches

Recursive X-Y cut 1/2

Recursive top-to-bottom algorithm for page segmentation
Alternate between “cutting” a PDF page horizontally and vertically
When to cut?

when there are gaps of white space,
bigger than a custom defined threshold
(e.g. most common font size or character size)
Termination: There are no possible cuts left (in both directions)
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Problem motivation Rule-based approaches

Recursive X-Y cut 2/2

Figure: A page from a randomly generated PDF document
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Recursive X-Y cut 2/2

Figure: First (vertical) cut of the PDF page
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Recursive X-Y cut 2/2

Figure: Second (vertical) cut of the PDF page
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Problem motivation Rule-based approaches

Recursive X-Y cut 2/2

Figure: Third (horizontal) cut of the PDF page
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Recursive X-Y cut 2/2

Figure: Fourth (vertical) cut of the PDF page
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Problem motivation Rule-based approaches

Recursive X-Y cut 2/2

Figure: Final (vertical) cut of the PDF page
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Problem motivation Rule-based approaches

Problems

Rule-based approaches
work well on documents
with a Manhattan
layout and regular
spacing

On documents with a
non-Manhattan layout
however, it’s another
story

Figure: Randomly generated PDF with a
Manhattan layout
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Proposed solution Sequence labeling problem

Sequence labeling problem

Field of machine learning - valid candidate for extending the limits
of text line and word extraction for non-Manhattan documents
Formulation as sequence labeling problem:

Group the characters from the PDF pages in text lines (rule-based)
Preprocess each character of line, so it has information about:

1 the text of the character
2 the distance to the next character
3 “font features” of the character

Feed line (sequence) of characters to model to make predictions, if
each character is:

1 at the end of a word
2 at the end of a column
3 none of the above
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Proposed solution Implementation

Implementation 1/3

Line grouping - groups the characters of a PDF page
to processable sequences

Workflow:
Go through each character from top to bottom
Group characters with similar vertical coordinates of
their lower-left corners
Start a new line upon reaching a character with a bigger
vertical distance than a custom defined threshold
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Proposed solution Implementation

Implementation 1/3

Figure: Snippet from randomly
generated PDF document
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Figure: Snippet from randomly
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Figure: Building the first line
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Figure: Finishing up the rest
of the lines
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Proposed solution Implementation

Implementation 2/3

Text lines from the previous step - sequences to
be fed to an Encoder-Decoder model

Preprocess each data point from the sequences to contain:
1 the text of a single character (one-hot encoded)
2 the distance to the next character

(normalized by the maximum distance in the whole document)
3 the font features of the character:

font size
boldness (one-hot encoded)
italicness (one-hot encoded)
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Proposed solution Implementation

Implementation 2/3

Figure: Input features of each data point
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Proposed solution Implementation

Implementation 3/3

Encoder-Decoder model - deep learning model,
suited for sequence labeling problems
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Proposed solution Implementation

Implementation 3/3

(w, 0.1) (o, 0.1) (r, 0.2) (d, 0.9) <PAD>

0 0 0 1

Figure: Encoder-Decoder model processing the word “word”
Font features of data points omitted for aesthetic reasons
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Encoder-Decoder model - deep learning model,
suited for sequence labeling problems
Workflow:

Put input data through Encoder, in order to get
an internal fixed-width representation of data
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Proposed solution Implementation

Implementation 3/3

Encoder-Decoder model - deep learning model,
suited for sequence labeling problems
Workflow:

Put input data through Encoder, in order to get
an internal fixed-width representation of data
Use internal state and Decoder to get predictions
for every data point, by:

starting with a null (padding) character to predict
the output class of the first data point
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Implementation 3/3

Encoder-Decoder model - deep learning model,
suited for sequence labeling problems
Workflow:

Put input data through Encoder, in order to get
an internal fixed-width representation of data
Use internal state and Decoder to get predictions
for every data point, by:

starting with a null (padding) character as input
to predict the output class of the first data point
continuing with the last prediction as input
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Proposed solution Advantages

Advantages

Removes dependency on
custom defined
threshold for page
segmentation
Language model and
font features help
identify complex elements

Tanyu Tanev Bachelor thesis October 11, 2019 16 / 29



Proposed solution Advantages

Advantages

Removes dependency on
custom defined
threshold for page
segmentation
Language model and
font features help
identify complex elements

Figure: Text line segmentation of a randomly
generated PDF with a non-Manhattan layout

with a deep-learning approach
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Results

Setup 1/2

Evaluation is done on four test sets:
A collection of 3049 documents with mixed Manhattan and
non-Manhattan layouts; from it, the following two are also used:

the set of documents with only Manhattan layouts (2063 files)
the set of documents with only non-Manhattan layouts (986 files)

A collection of 1034 documents with a Manhattan layout and
broken whitespaces - 5% of missing gaps between words
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Results

Setup 2/2

Evaluated approaches:
Line grouping - essential part of both the baseline and
deep learning approaches; influences their performance
Baseline rule-based approach
Deep learning approach
Pdftotext - a popular and robust tool for PDF content extraction
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Results

Line grouping results

Line extraction Word extraction

Test set Precision Recall F1 Score Precision Recall F1 Score

Manhattan + non-Manhattan 0.965 0.915 0.932 0.971 0.964 0.967
Manhattan only 0.984 0.920 0.941 0.991 0.980 0.985
non-Manhattan only 0.923 0.903 0.912 0.929 0.931 0.930

Manhattan with
broken whitespaces 0.978 0.959 0.968 0.933 0.890 0.911

Table: Evalution metrics of rule-based baseline approach
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Results

Deep learning approach results

Line extraction Word extraction

Test set Precision Recall F1 Score Precision Recall F1 Score

Manhattan + non-Manhattan 0.913 0.923 0.917 0.916 0.919 0.918
Manhattan only 0.904 0.911 0.907 0.901 0.904 0.902
non-Manhattan only 0.963 0.965 0.964 0.967 0.970 0.968

Manhattan with
broken whitespaces 0.961 0.951 0.955 0.920 0.878 0.899

Table: Evalution metrics of deep-learning approach
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Results

Pdftotext results

Line extraction Word extraction

Test set Precision Recall F1 Score Precision Recall F1 Score

Manhattan + non-Manhattan 0.902 0.880** 0.886 0.944 0.951 0.947
Manhattan only 0.913 0.876** 0.887 0.952 0.959 0.956
non-Manhattan only 0.878 0.889 0.883 0.927 0.934 0.930

Manhattan with
broken whitespaces 0.524 0.529 0.527 0.541 0.520 0.530

Table: Evalution metrics of pdftotext
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Manhattan only 0.913 0.876** 0.887 0.952 0.959 0.956
non-Manhattan only 0.878 0.889 0.883 0.927 0.934 0.930
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Conclusion

The deep learning approach is a step in the right direction when
dealing with documents with complex layouts
Shortcomings could possibly be made better with:

improvement of the line grouping algorithm
further training on more data
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Future work

Transform line grouping to a machine learning problem:
completely removes all dependencies on custom thresholds
better line grouping ⇒ better word and text line extraction

Character embeddings instead of one-hot encodings - their
contextual information could improve performance [3] [4]
Studying how a Transformer model would perform [5]
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Thank you for your time and
attention!
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