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Introduction 

Neural Networks are widely used with high rate of  success.

               

But can we reproduce 
those results in IR?

            
   

Tried Techniques
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Motivation 

State of the art for query processing: BM25

Not sufficient for synonim detection or combined words.

➢ Current solution: 

   Fetch additional 

   personal data.

               

Tried Techniques
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Motivation 

Introducing Neural Networks into Text similarity.

Lots of work recently:

– Mikolov et al. (2013)
– Mikolov et al. (2014)
– Kusner et al. (2015)

Use those results in Information Retrieval.

               

Tried Techniques
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System components

● Algorithms
– Best Match 25
– Word Vectors

● Document Vectors

– Word Mover‘s Distance
● Datasets

Tried Techniques
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Algorithms

Best Match 25
● Tries to solve problems that basic TF-IDF systems 

have.

BM25 = TF*/ α

Where

•

•

Tried Techniques
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Algorithms

Word Vectors
● Mikolov et al. (2013)

● Uses shallow RNN to train

● Gives a point in space to 
each word

● Similarities can be 
computed

Tried Techniques
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Algorithms

Document Vectors
● Mikolov et al. (2014)

● Uses Word vectors. 

● Document to document similarity.

But:
● Training expensive

Tried Techniques
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Algorithms

Word Mover‘s Distance

● Another approach to doc 
to doc similarity

● Minimizes cumulative 
distance between words.

But:
● Processing expensive 

Tried Techniques
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Datasets

● WMT 2011 News Crawl data.
● Movies dataset.
● NPL dataset.

Tried Techniques
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Datasets

WMT 2011 News Crawl data.
● 1 Billion words dataset.
● Cleaned and divided in training and testing.
● Useful for training models.

Tried Techniques
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Datasets

Movies dataset.
● Moderate size of 140K documents.
● Relatively cleaned, but has some non english.
● With benchmark for testing.

Tried Techniques
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Datasets

NPL dataset.
● Small dataset of 11K documents.
● Known for giving bad results in benchmarking.
● 93 queries for testing.

Tried Techniques
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Complete flowchart
Tried Techniques
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Tried techniques
Tried Techniques

● Document vectors
● WMD ranking

– WMD reordering
● Synonims generation
● Word Averages

– Word averages combined with BM25
● Optimization
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Document vectors
Tried Techniques

● Fast computation (matrix operations available)

But: 
● Extremely expensive to compute.
● Small corpus → Bad embeddings
● Horrible results.
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Word Mover‘s Distance
Tried Techniques

● Extremely slow to compute.
● Query and Document semantic spaces differ.

● Results made some sense, but were not good.
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Word Mover‘s Distance
Tried Techniques

● Extremely slow to compute.
● Query and Document semantic spaces differ.

● Results made some sense, but were not good.

WMD reordering:
● Solved slowness
● Worsens BM25 results
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Generating synonims
Tried Techniques

● Tried to extend the query.

But:
● Words have more than one meaning.
● Most added words did not have the correct meaning.
● Others were combined words and couldn‘t be used.
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Word Averages
Tried Techniques

● A document is a cluster of words.
● With word embeddings, compute the centroid.

● Distance between clusters

is a similarity measure
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Word Averages
Tried Techniques

However, long documents are bad with this.
● Combine this ranking with BM25.

● Merge them with according to an alpha in [0, 1]
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Optimization
Tried Techniques

Word Averages technique had hyperparameters 
optimized.

Optimization: local search.

● MAP optimization in Movies.
● Best of three out of MP@3, 

MP@R and MAP with mixed 
databases. 
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Results

● Most techniques were mixed with BM25.

● Some bad results are also shown. 



  

Introduction System Tried Techniques Results

Movies dataset
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NPL dataset
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Improvements

● Fix the method combining function.
● Change functions to work with cosine similarity.
● Througly test the engine with a larger database.
● Build a new Word Vector Model that includes the 

index.
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Future Work

● Get computer power to build a quality Document 
Vector model.

● Work into divinding multi themed document into 
single themed subdocuments.

● Different ways to combine the Word Model method 
with the base method.



  

Thank you!

Any question?



  

Synonim 
Generation



  

BM25



  

Document Vectors



  

Average Vectors



  

BM25 + Doc2vec



  

BM25 + Avg vectors



  

BM25 with reordering
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