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1. Motivation

Context: the immediate history of previous questions
and answers.

Context simplifies a human question-answer dialog and
makes it more convenient.
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1.1 Conversational Question Answering

An example of conversational question answering: 

Question 1: Who is Johann Sebastian Bach?
Answer 1: Composer and Musician
Question 2: Who was he married to?
Answer 2: Anna Magdalena Bach
Question 3: Where was she born?
Answer 3: Zeitz

In Question 2 and Question 3 no entity was specified,
yet it is clear out of the context, that Johann Sebastian Bach is meant by he
and Anna Magdalena Bach by she.
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1.2 Aqqu Question Answering System

An example of NON-conversational question answering: 

User: Who is Johann Sebastian Bach?
Aqqu: Composer and Musician
User: Who was he married to?
Aqqu: World Health Organization, founders: Brock Chisholm

Aqqu treats the questions separately, isolated from each other.

In the example above Aqqu identifies who as the best suitable 
entity and gives an answer according to it.
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1.2 Aqqu Question Answering System

● Aqqu gets answers from the knowledge base (Freebase).

● Aqqu extracts the possible entities and relations from 
natural-language query and creates possible matching 
SPARQL queries.

● With the SPARQL queries the answer candidates are 
extracted from the knowledge base.

● After that the candidates are pruned and sorted.
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1.2 Aqqu Question Answering System

Candidate Generation

Relation Matching

Features Extraction

Entity Matching

Candidate Pruning

Candidate Ranking
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2. Approach

To implement the context tracking we:

 Created a conversational web user interface in the form of 
a chatbot (Aqqu Chatbot).

 Added context tracking functionality in Aqqu backend.
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2.2 Aqqu Chatbot

The Aqqu Chatbot was built using Flask.

You can try it right now: http://galera.informatik.privat:5000/
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2.1 Aqqu Chatbot – Example 1
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2.1 Aqqu Chatbot – Example 2
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2.1 Aqqu Chatbot – Example 3
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2.1 Aqqu Chatbot – Example 4
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2.1 Aqqu Chatbot – Example 5
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2.1 Aqqu Chatbot – Data Augmentation Functionality
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2.1 Aqqu Chatbot – Data Augmentation Functionality
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2.2 Context Tracking – Main Approach

The approach for the conversation tracking consists of the following steps:

Aqqu Chatbot side:

Aqqu backend side: 

1. Store the identified entities (ID and name)
after the system gets a result.

2. Look for pronouns in further queries.

3. If the processed query contains a pronoun – add
the previous entities to the list of matched entities;
if it does not – treat the query as usual.

4. Process the list of identified entities 
and identify the gender for each entity.
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2.2 Context Tracking – Gender Identification

To identify the gender of an entity the system uses one of two methods:

1. Find a genus in the gender.csv file.

2. If the entity is not found in the gender.csv file, the system tries
to guess the gender. 
To guess the gender we used the gender-guesser python 
module.
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2.2 Context Tracking – Mistakes in Gender Identification

Example:

The Bahamas should be identified as Neutral. However the name 
Bahamas is stored as Male in gender.csv. This may lead to:

User: What language is spoken in the Bahamas?
Chatbot: Bahamas, languages spoken: English Language, Bahamas Creole
English Language
User: Where is it?
Chatbot: Bahamas Creole English Language, main country: Bahamas

The system does not know that it should be related to the Bahamas.
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3. Evaluation

Influence of context tracking on the overall 
performance of the Aqqu System.
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3.1 Datasets - Original Dataset

For the evaluation of the system performance the setup from original Aqqu and 
the WebQSP dataset with original split (70% for training and 30% for testing) 
were used.

The dataset consists of a list of questions.

Some important parameters of a question:

• ProcessedQuestion - processed query text, lowercase and without a question mark.

• Sparql - the executed SPARQL query.

• TopicEntityName - the name of the entity.

• TopicEntityMid - the knowledge base ID of the entity.

• Answers - the answers for the question. A question can have many correct answers. 
For example, for a question What language did ancient Romans write in? there 
are two answers: Greek Language and Latin Language
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3.1 Datasets – Conversational Dataset

The script concatenates the questions into groups according to their 
entities.

An example of a conversation from the conversational WebQSP:

Leading query: what did Galileo do to become famous?
Second query: what was he famous for?
Third query: what discovery did he make?
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3.1 Datasets – Basic Conversational Dataset

 One conversation for each entity.
 One-question conversation with no additional pronoun-questions.

Dataset Conversations Longest 
Conversation

Average 
conversation

Questions

Training 1720 27 2 ~3000

Evaluation 1072 14 1.7 1815
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3.1 Datasets – Extended Conversational Dataset

 If an entity has N questions we create N conversations. For example:

 First conversation:
- Where was Albert Einstein born?
- Who was he married to?
 Second conversation:
- Who was Albert Einstein married to?
- Where was he born?

 For entities with only one question – the first query is the original query, and 
the second one is the same query but with the entity replaced with a 
corresponding pronoun. 

 For example:
First question: Where was Albert Einstein born?
Second question: Where was he born?
 

Dataset Conversations Longest 
Conversation

Average 
conversation

Questions

Training 3453 27 2 ~3000
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3.2 Experiments

We have conducted experiments with the Aqqu system trained on:

1. Original Dataset

2. Basic Conversational Dataset

3. Extended Conversational Dataset
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3.2 Experiments – Trained on Original Dataset

Evaluation Dataset Original
Conversational 
without Gender 

Identification

Conversational 
with Gender 
Identification

Average Precision 0.67 0.50 0.60

Average Recall 0.72 0.55 0.65

Average F1 0.657 0.495 0.586

Accuracy 0.478 0.355 0.417

Parse Accuracy 0.510 0.362 0.440
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3.2 Experiments – Trained on Conversational Data

Training Dataset Basic Conversational 
Dataset

Extended 
Conversational 

Dataset

Average Precision 0.59 0.60

Average Recall 0.63 0.645

Average F1 0.575 0.584

Accuracy 0.417 0.420

Parse Accuracy 0.440 0.425
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3.2 Experiments – Comparison

Experiment Original Conversational

Average Precision 0.67 0.60

Average Recall 0.72 0.645

Average F1 0.657 0.584

Accuracy 0.478 0.420

Parse Accuracy 0.510 0.425
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4. Conclusion

 The Conversational Aqqu is more convenient and intuitive to use. 

 It has a slight decrease in accuracy of 7.1% compared to the original 
Aqqu system.

 Possible reasons for the errors:
 Mistakes in gender identification during the creation of 

conversational data and during the question answering 
process.

 More entities to process. The more entities – the more difficult 
it is to prune the incorrect answers and rank the correct ones.

 Aqqu Chatbot data augmentation functionality can help to improve the 
datasets for further training and evaluation. 
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5. Future Work

 Add a new feature, that indicates whether a candidate is generated 
from context or from a current question.

 Data augmentation functionality can be developed to additionally save 
the context of a question-answer pair in the WebQSP format.

 Collect more data with the Aqqu Chatbot data augmentation 
functionality and train the system on a bigger dataset.

 Process additional single interrogative word questions: "Where?", 
"When?", etc.
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Backup Slides: Evaluation Metrics 1
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Backup Slides: Evaluation Metrics 2
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Backup Slides: Evaluation Metrics 3
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Backup Slides: Averaged Evaluation Metrics
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Backup Slides: Evaluation Metrics 4
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