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Abstract

Entity linking is the task of linking mentions of entities from a given knowledge graph in a given text. We
present a new approach for entity linking built on GRASP, a zero-shot method originally developed for translating
natural-language questions to SPARQL queries for a given knowledge graph. We evaluate our approach on the
cell entity annotation task of the MammoTab track of the SemTab 2025 challenge, with good results, ranking first
among all participants.
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1. Introduction

Entity linking is the task of linking mentions of entities from a given knowledge graph in a given text.
It is a fundamental task in natural language processing because semantically enriching text in this
way is useful for a wide variety of applications [1]. The classical approach to entity linking proceeds
in two stages: First, identify passages in the text that mention an entity from the knowledge graph;
this is known as entity recognition. Second, identify which of the entities from the knowledge graph
is being referred to, if any; this is known as entity disambiguation. More recent neural methods try
to solve the task end-to-end, either using a sequence-labeling approach (given the text, identify the
mentions and annotations in a single forward pass) or using a sequence-to-sequence approach (given
the text, generate a variant of the text with annotations) [2]. For an honest performance evaluation of
the best-performing existing entity linkers, see [3].

Our solution goes one step further by using an agentic approach. Given the text and the knowledge
graph, we use a large language model (LLM) to figure out the correct annotations interactively, by
probing the knowledge graphs in various ways and reasoning with the results. This is a variant of an
approach, called GRASP [4], that we have previously applied for translating natural-language questions
to SPARQL queries on a given knowledge graph. Our approach is zero-shot, that is, does not require
prior training on the knowledge graph or the given text. The overall process is very much inspired by
how a human would go about this task.

Contributions

1. We present an approach for zero-shot knowledge graph entity linking from natural language inputs
based on the interaction of an LLM with knowledge graphs through function calls (see Section 2).

2. We demonstrate the effectiveness of this approach on the cell entity annotation (CEA) task of the
MammoTab track of the SemTab 2025 challenge [5], where we reach first place (see Section 3).

3. We integrate the CEA task into the GRASP system [6] available at github.com/ad-freiburg/grasp. We
also publish our configuration files, scripts, and links to our predictions for the SemTab 2025 challenge
in the semtab-2025 branch for full reproducibility of our results.
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2. Approach

Our approach is based on GRASP, which equips an LLM with a set of functions to search and query
knowledge graphs in an interactive fashion. Originally, GRASP was developed for SPARQL QA (trans-
lating natural-language questions to SPARQL queries on a knowledge graph); see [4] for the details of
the method, and [6] for an implementation. In [6], the method was extended to support general QA and
follow-up questions. In this work, we extend it to entity linking.

GRASP provides the following core functions, which allow the LLM to interactively explore knowledge
graphs: EXE (execute an arbitrary SPARQL query), LST (list triples with given constraints), SEN (search
for entities matching a given query string), SPR (search for properties matching a given query string),
SPE (search for properties of a given entity), SOP (search for objects of a given property), SCN (search
for items given triple constraints), and SAC (search for items given a constraining SPARQL query).

For the CEA task, we remove the SPARQL-QA-specific functions ANS (answer and stop) and CAN
(cancel and stop), we keep the other functions, and we introduce the following four new functions:

ANN: annotate(kg: str, entity: str, row: int, col: int)
Add the given entity from the given knowledge graph as annotation for the table cell at the given row
and column. If there already exists an annotation, its is overwritten.

DAN: delete_annotation(row: int, col: int)
Delete the annotation for the table cell at the given row and column.

SAN: show_annotations()
Show the current annotations.

STP: stop()
Stop the annotation process. The current annotations are returned as result.

Intuitively, GRASP tackles entity linking using the above functions in the following way: It identifies
entity candidates using one of the various search functions, typically SEN. If multiple entities match
well, it can disambiguate them by inspecting knowledge graph triples for each, typically using LST, or
by performing more restrictive searches with constraints from already known entities or other patterns
observed in the input, typically using SCN or SAC. If no entity matches well, it can retry different search
queries or explore the knowledge graph starting from related entities in the hope to come across a
match. If multiple attempts to find an appropriate entity fail, no annotation is made. In case there is
an obvious relationship between multiple entities in the input, it can execute SPARQL queries with
EXE to find candidates for multiple entities at once. Multilingual inputs and synonyms can be handled
by adding the corresponding data to the search indices underlying GRASP’s search functions. For
maximum flexibility, annotations can be made individually via ANN, checked via SAN, and revoked via
DAN at all times during the interaction.

The annotation functions above are tailored to table inputs, because we evaluate our approach on
the CEA task (see Section 3). For other input formats, like regular text, the function signatures and
implementations would need to be adapted slightly, but the overall idea stays the same. Let use denote
the set of all entity linking functions for CEA as CEA = {ANN, DAN, SAN, STP} for later reference.

Importantly, we always set know_before_use: true. This is a configuration option of GRASP
that restricts the agent to SPARQL queries on items seen during the interaction. See [6] for more details
about this option. For entity linking, we extend the scope of this option to also apply to the ANN function,
meaning that only knowledge graph items seen during the interaction can be used for annotation. This
ensures that all annotations are grounded in knowledge graphs and not hallucinated.

Our implementation supports annotating a subset of rows and/or columns for a given table, varying
the number of context rows, as well as providing already known annotations (e.g. useful for incremental
row-wise annotation). See Fig. 1 for an exemplary input prompt produced by our implementation for
the CEA task.



Annotate the following table with entities from the available knowledge graphs. If
there already are annotations for some cells, they are shown in parentheses after
the cell value.

Only annotate row 6.

Annotate all columns.

| Row | Column O0: unknown | Column 1: unknown |
I RRREE TR | mmmmmmme oo |
| O | 0B | Baltimore Colts |
| 1 | Quarterback | Philadelphia Eagles |
| 2 | Running back | Green Bay Packers |
| 3 | DE | Giants |
| 4 | feature back | Cleveland Browns |
| 5 | Quarterback | Baltimore Colts |
| 6 | Tight end | Philadelphia Eagles |
| 7 | QB | Dallas Cowboys |
| 8 | QB | Baltimore Colts |
| 9 | Running back | Cleveland Browns |
| 10 | Quarterback | Los Angeles Rams |
[ 11 | Quarterback | Oakland Raiders |
| 12 | Quarterback | Dallas Cowboys |
| 13 | RB | Washington Redskins |
| 14 | Running back | Buffalo Bills |
| 15 | Defensive tackle | Los Angeles Rams |
| 16 | Quarterback | Minnesota Vikings |

Figure 1: Exemplary prompt for the cell entity annotation task for annotating all columns of a particular row of
a given table, with 10 rows of context and no already known annotations.

3. SemTab 2025 challenge - MammoTab track

We evaluate our approach on the CEA task of the MammoTab track of the SemTab 2025 challenge.
CEA is the task of assigning to each cell in a given input table the corresponding entity from a given
knowledge graph, or NIL if there is no such entity. In this challenge, the table inputs come from a subset
of an updated version of the MammoTab dataset [7] and have to be linked to the Wikidata knowledge
graph [8]. In total, 84,907 table cells from 870 tables have to be annotated with entities. See Table 1 for
an exemplary MammoTab table, with annotations. There is no separate training or validation dataset
with ground truth annotations, forcing participants to either use data from previous challenges in the
series for tuning or, as we do, perform CEA in a zero-shot setting. The CEA task is scored using an
F;-score based on the number of correct cell annotations. Since all cells that need to be annotated
are known a priori in this task, the F;-score is equal to a simple accuracy measure if one produces an
annotation for each cell. Multiple submissions are allowed, but only the score of the best solution so far
is visible on the challenge website for each participant.

Our approach annotates each row of each table individually. We do this because the tables from
MammoTab can get reasonably large, containing up to 256 cells, which is problematic in two ways: first,
the whole table annotation process might not fit in the context window of the underlying LLM; second,
longer annotation processes are more time- and memory-consuming. However, for each row to be
annotated, we provide the 10 rows before and after that row as context, without taking the annotations
from already annotated rows from the same table into account. In a side experiment, we found that this
approach did not decrease annotation quality significantly. In fact, note that giving the LLM access to
its own annotations for other rows also has the potential to deteriorate the overall result quality by
propagating errors.



Table 1

An exemplary table from the MammaoTab dataset together with plausible annotations for the cell entity annotation
task in parentheses after the cell values. Similar to this example, all tables in the MammoTab dataset have
inexpressive column headers, which increases the difficulty of the task.

col0 col1 col2

1976 (Q2480) Eat My Dust! (Q3576864) Charles Byron Griffith (Q2958461)
1976 (Q2480) Hollywood Boulevard (Q2709894)  Joe Dante (Q455279)

1976 (Q2480) Hollywood Boulevard (Q2709894)  Allan Arkush (Q2837668)

1977 (Q2481)  Grand Theft Auto (Q1747227) Ron Howard (Q103646)

Table 2

Number of indexed knowledge graph items (entities and properties) in millions for our Wikidata dump and the
SemTab2025 challenge Wikidata dump 20240720 for all considered languages. The last column refers to the size
of the final merged multilingual index respectively.

Knowledge graph DE EN ES FR IT NL PT RU Total

Wikidata 15.1 84.0 147 159 103 55.2 9.2 79 89.1
Wikidata 20240720  22.7 889 225 233 181 631 170 7.9 93.6

Table 3

Fi-scores achieved by our solutions in submission order, together with the used model, average number of steps
taken to annotate a row, number of NIL annotations, and other details such as the used function set. Each
submission improved the leaderboard score of the previous one, which is why we can show exact scores here.

Sub. F;-score Model Steps NIL Details

CEA; function set, top k of 10
1 72.8 Qwen3 30B A3B Thinking [9] 5.7 17.1k (20.1%)  for LST and search functions,

know_before_use: true

CEA2 function set, top k of 20
2 75.6 Qwen3 Next 80B A3B [9] 9.6 11.2k (13.2%) for LST and search functions,
know_before_use: true
CEA- function set, top k of 20
for LST and search functions,
know_before_use: true,
Wikidata 20240720

3 758  Qwen3 Next 80B A3B [9] 9.6  10.7k (12.6%)

If the agent tries to annotate a row different from the one to annotate, an error message is returned for
the corresponding function call and no annotation made. We use two different sets of functions for the
GRASP agent for our evaluations: CEA; = CEA \ {SAN} U {EXE, LST, SPE, SOP, SPR, SEN}, and CEA5 =
CEA1 U {SAN, SCN, SAC}. For our first submission where we used CEA;, we did not have a dedicated
SAN function yet. For the later submissions we added this function as well as GRASP’s two advanced
functions for constrained search. To support multilingual searches we build multilingual search indices
for GRASP from English, German, Spanish, French, Italian, Dutch, Portuguese, and Russian Wikidata
labels and aliases. We do this both for a Wikidata dump from October 2024, which we already had setup
on our machines, as well as for the official challenge Wikidata dump linked on the SemTab2025 website.
See Table 2 for an overview.

Results

We made three major submissions’ for the MammoTab track, the results of which are shown in Table 3.
All submissions used open-source LLMs from the Qwen3 [9] family. The first one used Qwen3 30B
A3B Thinking, a small reasoning model providing a good balance between quality and inference time,

There was one other experimental submission, and one accidental duplicate submission.
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Table 4

Number of function calls per function for all submissions, approximately ordered from least to most calls. The
first submission used a different set of functions and model compared to the second and third, leading to a very
different call distribution.

Sub. Set DAN SAC SPE SOP EXE SAN SPR SCN LST STP ANN SEN

1 CEA; 0.k - 01k 0.2k 1.4k - 0.3k - 1.5k 30.2k 75.4k 79.2k
2 CEAs 13k 1.6k 29k 27k 89k 142k 145k 185k 20.7k 36.4k 105.2k 131.4k
3 CEA, 1.1k 18k 28k 35k 6.2k 125k 134k 225k 21.6k 36.6k 1083k 129.6k

2] .

5 800 Entity #

g 600 United States (Q30) 851
< 400 Conservative Party (Q9626) 589
& Labour Party (Q9630) 286
Z 200L Liberal Party of Canada (Q138345) 279
Z 9 2010 United Kingdom general election (Q215622) 258

0 . 1000
Rank of entity No. of distinct entities used for annotation 29,743

Figure 2: On the left, we show the annotation counts of the 1000 most frequently annotated entities from our
third submission. On the right, we show a table with the five most frequently annotated entities, most of which
belong to the political domain, as well as the number of distinct entities used for annotation.

together with the CEA; function set and GRASP’s default top k value of 10 for LST and search functions.
For the second submission, we used the larger and more recent Qwen3 Next 80B A3B model in its
non-reasoning variant, together with the extended function set CEA5 and a more generous top k value
of 20. As expected, the second submission improved the score compared to the first, though only by a
rather small margin of 2.8 pp.

Interestingly, our second submission takes more steps on average to annotate each row, produces
significantly fewer NIL annotations, and shows a very different call distribution compared to our first
submission, performing more searches, LST and EXE calls. See Table 4 for full details about the last
aspect. Considering that each row has on average 3.5 columns to annotate, the model of the first
submission only takes 1.6 steps to annotate a column on average, whereas the model of the second
submission takes about 2.7. Between the second and third submission, we only changed the Wikidata
version from our own to the one recommended by the challenge. However, this only leads to a tiny
improvement of 0.2 pp and no significantly different annotation behavior of the agent. In Fig. 2 we
show some statistics about the annotations made by our third submission. The curve in this figure
shows a Zipf-like distribution, where there are few frequent entities and a long tail of infrequent ones.
Overall, 29,743 distinct entities were used to annotate 84,907 table cells, which shows a good diversity
in the dataset.

To serve the LLMs we use vLLM [10] and one (Qwen3 30B A3B Thinking) or two (Qwen3 Next 80B
A3B) NVIDIA H100 GPUs. All submissions took 3-5 days to finish with 3-6 workers running in parallel.
The average time to annotate a single row ranged from 47.2 to 51.6 seconds across all submissions.

4. Conclusion

We present an approach for knowledge graph entity linking that is based on an LLM agent interacting
with knowledge graphs by calling functions to search and query them. We evaluate the approach on
the SemTab 2025 MammoTab track, where the task is to annotate 84,907 cells from 870 tables with
Wikidata entities, and reach first place, clearly outperforming other participants.

Currently, our functions for adding, removing, and showing entity links (ANN, DAN, and SAN) are
adapted to the tabular inputs of the cell entity annotation task. For future work, we aim to generalize
the function interface to support general-purpose entity linking on arbitrary natural-language inputs.
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