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PROBLEM: 

Find more pairs of senses like <u, v>, 
such that u is a kind of v 



For example, dog1 is a kind of 
animal1 



PROBLEM: 

Find more pairs of sense like <dog1, animal1> 



PROBLEM: 

Find more pairs of sense like <dog1, animal1> 

hyponym hypernym 



Hmmm… So, what? 

Hypernymy 

Artificial 
Intelligence 

Info. 
Extraction 

Info. 
Retrieval 

NLP 

Machine 
Translation 

Many 
Others 



Idea 1: Use shallow patterns 

Hearst, M. a. (1992). Automatic Acquisition of Hyponyms from Large Text Corpora. 
Herger, P. (2014). Learning semantic relations with distributional similarity. 



Shallow Patterns 

Is instance of 
pattern1 or 
pattern2 …? 

Determine if <u,v> is a positive instance. 

Yes No 



Idea 2: Modeling Word Meaning 

Is 
<modelu,modelv> 

a positive 
instance? 

Determine if <u,v> is a positive instance. 

Yes No 

Construct modelu and modelv 



Modeling Meaning: Psychology 

Build model of dog 

Administer 
survey 

modeldog 

A Survey 
1. big-small? 
2. dark-light? 
3. … 



Modeling Meaning: Distributional 
Semantics 

Build model of dog 

Compose 
Representations  

(All Words) 

modeldog 

Web Pages, Wikipedia, 
Books, Newspapers, etc. 

Collection of 
Natural Language 



Contextual Clues to Meaning 

He filled the wampimuk, passed it around and 
we all drunk some. 

We found a little, hairy wampimuk sleeping 
behind the tree. 

McDonald, S & Ramscar, M (2001). Testing the Distributional Hypothesis: The Influence of 
Context on Judgements of Semantic Similarity.  

http://psych.stanford.edu/~michael/papers/2001_ramscar_hypothesis.pdf
http://psych.stanford.edu/~michael/papers/2001_ramscar_hypothesis.pdf


Distributional Hypothesis 

“The degree of semantic similarity between two 
words (or other linguistic terms) can be modeled 
as a function of the degree of overlap among 
their linguistic contexts.” 

M. Baroni and A. Lenci. 2010. Distributional Memory: A general framework for corpus-
based semantics 

“You shall know a word by the company it 
keeps!” 

J.R. Firth. A synopsis of linguistic theory 1930-55. 

http://clic.cimec.unitn.it/dm
http://clic.cimec.unitn.it/dm
http://clic.cimec.unitn.it/dm


For example 

modeldog 

tongue 

bark 
wag 



Sparse Feature-Vector Models 

Geometric Metaphor of Meaning Sparse Representation 

http://wordvectors.org/demo.php 
Sahlgren, M. (2006). 

http://wordvectors.org/demo.php
http://wordvectors.org/demo.php


Feature Inclusion 

Substitutability 

The dog barked. 

The animal barked. 

 

The animal flew. 

The dog flew.* 

Next Hypernym’s 
Features 

Immediate 
Hypernym’s Features 

Narrowest Term’s 
Features 



Distributional Inclusion Hypothesis (DIH) 

Maayan Geffet and Ido Dagan. The distributional inclusion hypotheses and lexical 
entailment. Proceedings of the 43rd Annual Meeting on Association for Computational 
Linguistics - ACL ’05 



Feature Inclusion As Precision 

Weeds, Julie, et al. "Learning to distinguish hypernyms and co-hyponyms." Proceedings of 
COLING. 2014. 



State-of-the-Art Performance 

Weeds, Julie, et al. "Learning to distinguish hypernyms and co-hyponyms." Proceedings of 
COLING. 2014. 

Baseline Models DIH-based Models 

Accuracy for Model vs. Dataset 



Feature Exclusion Problem 



How Bad Is It? 

Percentage of Features for Degree of Conservation vs. DSM 



How Bad Is It? 

Percentage of Feature Weight for Degree of Conservation vs. DSM 



Why Do We Observe This? 

1. Human 
Communication 

2. Representation 
Design 

Hypernym’s 
Features 

Hyponym’s 
Features 



Causes of the FEP: Human 
Communication 



Causes of the FEP: Representation 
Design  

Corpus 
Frequency 
Statistics 

Noise 
Feature 
Weight 



A One-to-Many Map Using Entailment 

Hypernym’s 
Features 

Hyponym’s 
Features 

𝑓6 

𝑣 

𝑣𝑚 

𝑓1 𝑓2 𝑓3 𝑓4  𝑓5 

𝑓4 ↦ {𝑓4, 𝑓5}  

𝑓1 ↦ {𝑓1, 𝑓2, 𝑓3}  𝑓6 ↦ {𝑓6}  

synonymy 

hypernymy 



Effects: Generality ∝ Rank-1 



Effects: More Feature Conservation 



Effects: More Feature Weight 
Conservation 



Experimental Results 



Possible Explanation 



Conclusion 

• Feature Exclusion is a seriously bad. 

• Method could be improved 

– Change feature weight re-distribution 

– Choose which features to map 

• The HR task, as currently formalized, has no 
way of incorporating known information. 

 


