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• The usable parts of rhubarb are the medicinally used 
roots 

• The usable parts of rhubarb are the edible stalks 

• its leaves are toxic

Decomposed Sentence

The usable parts of rhubarb are the medicinally used roots 
and the edible stalks, however its leaves are toxic.
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Contextual Sentence Decomposition (CSD)
is the process of performing

1. Sentence Constituent Identification (SCI)

 followed by

2. Sentence Constituent Recombination (SCR)

Contextual Sentence Decomposition

Aug. 9, 2011

Problem Definition



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text SearchAug. 9, 2011

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

Aug. 9, 2011

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

Aug. 9, 2011

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

Aug. 9, 2011

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

Aug. 9, 2011

Albert Einstein, who was born in Ulm, ...

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

- Appositions

Aug. 9, 2011

Albert Einstein, who was born in Ulm, ...

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

- Appositions

Aug. 9, 2011

Albert Einstein, who was born in Ulm, ...

Albert Einstein, a well-known scientist, ...

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

- Appositions

- List items

Aug. 9, 2011

Albert Einstein, who was born in Ulm, ...

Albert Einstein, a well-known scientist, ...

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

- Appositions

- List items

Aug. 9, 2011

Albert Einstein, who was born in Ulm, ...

Albert Einstein, a well-known scientist, ...

Albert Einstein published papers on Brownian motion, the 
photelectric effect and special relativity.

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

- Appositions

- List items

- Separators

Aug. 9, 2011

Albert Einstein, who was born in Ulm, ...

Albert Einstein, a well-known scientist, ...

Albert Einstein published papers on Brownian motion, the 
photelectric effect and special relativity.

Sentence Constituent Identification



Motivation and Problem Definition

8Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

• Identify specific parts of sentence

• Differentiate 4 types of constituents

- Relative clauses

- Appositions

- List items

- Separators
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Albert Einstein, who was born in Ulm, ...

Albert Einstein, a well-known scientist, ...

Albert Einstein published papers on Brownian motion, the 
photelectric effect and special relativity.

Albert Einstein was recognized as a leading scientist and in 
1921 he received the Nobel Prize in Physics. 

Sentence Constituent Identification



Motivation and Problem Definition

9Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

The usable parts of rhubarb are 
the medicinally used roots 

and 
the edible stalks,

however 
its leaves are toxic.

Original Sentence with Identified Constituents

list item     separator
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• Recombine identified constituents into sub-
sentences

- Split sentences at separators

- Attach relative clauses and appositions to noun 
(-phrase) they describe

- Apply „distributive law“ to list items
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• its leaves are toxic

• The usable parts of rhubarb are the medicinally used 
roots 

• The usable parts of rhubarb are the edible stalks 

Decomposed Sentence
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and the edible stalks, however its leaves are toxic.
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• Given identified constituents, recombination 
comparably simple - identification challenging part

• Constituents possibly nested, e.g. relative clause can 
contain enumeration etc.

• Resulting sub-sentences often grammatically correct 
but not require to be

• References within a sentence have to be resolved 
beforehand
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Koffi Annan, who is the current U.N. Secretary General, has 
spent much of his tenure working to promote peace in the 
Third World.

Sentence containing Relative Clause

• Example: relative clause is set off by comma,  starts with 
word „who“ and extends to the next comma

Aug. 9, 2011

Idea



15Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

Basic Approach

• Identify „stop-words“

Aug. 9, 2011

Rule based Approach



15Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

Basic Approach

• Identify „stop-words“

The usable parts of rhubarb are the medicinally used roots 
and the edible stalks , however its leaves are toxic.

Original Sentence with marked Stop-words

Aug. 9, 2011

Rule based Approach



15Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

Basic Approach

• Identify „stop-words“

The usable parts of rhubarb are the medicinally used roots 
and the edible stalks , however its leaves are toxic.

Original Sentence with marked Stop-words

• For each marked word decide if and which constituent 
it starts

Aug. 9, 2011

Rule based Approach



15Contextual Sentence Decomposition with Applications to Semantic Full-Text Search

Basic Approach

• Identify „stop-words“

The usable parts of rhubarb are the medicinally used roots 
and the edible stalks , however its leaves are toxic.

Original Sentence with marked Stop-words

• For each marked word decide if and which constituent 
it starts

Aug. 9, 2011

Rule based Approach

• Determine corresponding constituent ends



The usable parts of rhubarb are the medicinally used roots 
and the edible stalks , however its leaves are toxic.

Original Sentence with Identified Stop-words

16Contextual Sentence Decomposition with Applications to Semantic Full-Text SearchAug. 9, 2011

Rule based Approach

Determine Constituent Starts
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• If a verb follows but a noun preceeds it:
separator

Original Sentence with Identified List Item Start

• If it is no relative clause or apposition:
next word list item start

Rule based Approach
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• If a verb follows but a noun preceeds it:
separator

• If it is no relative clause or apposition:
next word list item start

• First list item starts at noun-phrase preceeding 
already discovered list item start
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The usable parts of rhubarb are the medicinally used roots 
and the edible stalks , however its leaves are toxic.

Original Sentence with Identified Constituents

Rule based Approach

Determine Constituent Ends

• For each start assign a matching end

• A list item extends to the next constituent start or 
the sentence end
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Machine Learning based Approach

Basic Approach

2.  Apply list item start classifier  

3.  Apply list item end classifier  

I.  Apply separator classifier  
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Machine Learning based Approach

Apply list item classifier  

• Still, identified constituents might overlap

• Structural constraints must be satisfied
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• Evaluation of the different approaches on three levels
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2. Compare resulting decomposition using a ground 
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3. Evaluate influence on search quality by integrating 
with a search engine
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Chapter 7 Evaluation

7.2 Sentence Constituent Identification

To evaluate the quality of our sentence constituent identification approaches we use
a test set of 50 sentences selected from the English Wikipedia. The sentences mainly
consist of false-positives observed during semantic search queries, but also contain
sentences selected due to an interesting structure of constituents. The test set is
therefore a particularly hard set of sentences compared to the average sentences of
the English Wikipedia. For each sentence a gold annotation in form of the type, start
and end of each contained constituent has manually been provided. We measure how
well starts as well as ends of each constituent type are determined compared to the
golden assignments. We also measure how well complete constituents (consisting of
correct start and end pair) are determined.

7.2.1 Measurements

In the tables below the start of a relative clause constituent is denoted by “REL(“
and an end by “REL)” and analogously for the remaining constituents. A separator
constituent consists of only one word, therefore no distinction between start and end
is necessary.

Type SCI True False-Neg False-Pos Precision Recall F-measure
REL RULE-SCI 16 7 2 88.9% 69.6% 78%

ML-SCI 13 10 4 76.5% 56.5% 65%
RELA RULE-SCI 2 3 7 22.2% 40% 28.6%

ML-SCI 3 2 13 18.8% 60% 28.6%
LIT RULE-SCI 41 36 24 63.1% 53.2% 57.7%

ML-SCI 24 53 24 50% 31.2% 38.4%
SEP RULE-SCI 23 2 14 62.2% 92.5% 74.2%

ML-SCI 15 10 6 71.4% 60% 65.2%
TOTAL RULE-SCI 82 48 47 63,6% 63,1% 63,3%

ML-SCI 55 75 47 53,9% 42,3% 47,4%
Table 7.1: Evaluation of sentence constituent identification. Results for the rule

based SCI (RULE-SCI) and machine learning based SCI (ML-SCI) are shown.
Matched constituents must have same start and end.
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Type SCI True False-Neg False-Pos Precision Recall F-measure
REL( RULE-SCI 18 5 0 100% 78.3% 87.8%

ML-SCI 16 7 1 94.1% 69.6% 80%
REL) RULE-SCI 16 7 2 88.9% 69.6% 78.0%

ML-SCI 13 10 4 76.5% 56.2% 64.8%
RELA( RULE-SCI 3 2 6 33.3% 60% 42.9%

ML-SCI 5 0 11 31.3% 100% 47.7%
RELA) RULE-SCI 2 3 7 22.2% 40% 28.6%

ML-SCI 3 2 13 18.8% 60% 28.6%
LIT( RULE-SCI 48 29 17 73.8% 62.3% 67.6%

ML-SCI 32 45 16 66.7% 41.6% 51.2%
LIT) RULE-SCI 50 27 15 76.9% 64.9% 70.4%

ML-SCI 31 46 17 64.6% 40.3% 49.6%
SEP RULE-SCI 23 2 14 62.2% 92.5% 74.2%

ML-SCI 15 10 6 71.4% 60% 65.2%
TOTAL RULE-SCI 160 75 61 72,4% 68,1% 70,2%

ML-SCI 115 120 45 71,9% 48,9% 58,2%
Table 7.2: Results for the evaluations of identified starts and ends of constituents.

The results for the rule based SCI (RULE-SCI) and machine learning based SCI
(ML-SCI) are shown. For ML-SCI this represents the final result after inference
and not an intermediate classification.

7.2.2 Interpretation

First we consider each of the approaches by itself. For the rule based approach
of sentence constituent identification we can see in table 7.1 that the best results
are achieved for identifying relative clause constituents followed by separator con-
stituents. Separator and relative clause constituents don’t share many character-
istics with other constituents and are easily distinguishable and recognized fairly
well. Compared to them the identification of list item constituents and appositive
constituents is worse. This can be attributed to the fact that list item constituents
and appositive constituents are similar in their grammatical environment. Both
usually only consist of noun phrases and the rule based approach sometimes as-
signs the wrong type. For example consider the following passage showing correct
constituents:

“[...] this position,(REL which had passed (LIT from Jacques-Champion
Chambonnières)LIT (LIT to Jean-Henri D’Anglebert )LIT (LIT to François Couperin

)LIT (LIT to his daughter , (RELAMarguerite-Antoinette Couperin)RELA)LIT , and
then (LIT to Bernard de Bury )LIT )REL”
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It is interesting to note that in this case the resulting sub-sentences after the recom-
bination phase would be identical. This is not necessarily always the case. The next
evaluations, measuring results after recombination, will show how large the actual
influence of wrong identifications are.
Let us next consider the results for the machine learning based approach of SCI. As
table 7.1 shows basically the same observations hold as for the rule based approach:
relative clause and separator constituents seem to be easier to discover than ap-
positive and list item constituents. However, the machine learning approach causes
a larger number of false-positives and negatives reducing the overall F-measures.
Furthermore, the measures for the recognized list item constituents are worse than
for the rule based approach. To understand the results we need to remember that
the machine learning based approach is based on a filtering phase and an inference
phase. The presented results are the final results after the inference phase. In the
filtering phase starts and ends of constituents are suggested and the inference phase
builds a constituent structure out of these suggestions. Because the inference phase
cannot recover from missing suggestions, false-negatives might be caused by missing
suggestions. False-positives however should be filtered out. We therefore need to
consider each of the phases in more detail.
Looking at table 7.2 we can see that starts of the final constituents are better
identified than their ends. This can be caused by either the filtering phase not
suggesting the correct ends or by the inference phase selecting the wrong ends.
Therefore, table 7.3 shows how well the classifiers of the filtering phase identified
constituent starts and ends in the test set, which resembles the input to the inference
algorithm.

Type True False-Neg False-Pos Precision Recall F-measure Accuracy
REL( 18 5 1 94.7% 78.3% 85.7% 99.5%
REL) 16 7 44 26.7% 69.6% 38.6% 95.5%
RELA( 5 0 16 23.8% 100% 38.4% 98.7%
RELA) 3 2 5 37.5% 60% 46.2% 99.4%
LIT( 39 36 22 63.9% 52% 57.3% 95.1%
LIT) 53 22 5 91.4% 70.7% 79.7% 97.8%

Table 7.3: Filtering phase classifier performance on the test set. For each con-
stituent type we show the number of constituent starts and ends correctly identi-
fied, missed and erroneously identified. Accuracy in the last column is based on
all 1189 instances of words classified.

The classifiers were trained to produce a good recall for the sake of a good pre-
cision. Looking at table 7.3 we can indeed observe that , with respect to recall,
the classifiers of constituent ends are worse than those of the corresponding start
classifiers explaining our observation. An exception here is the list item constituent
start classifier which performs even worse than its end classifier also explaining why
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the overall result for this constituent type is influenced. This may be caused by the
fact that some list item constituents in the training set start with a preposition or
a verb and confuse the classifier. A larger training set should help improving the
end classifiers as well as the list item start classifier. Another approach might also
be the utilization of a heuristic, similar to the one of the rule based approach, to
deduct constituent ends for suggested starts20.

To draw conclusions on how well the inference phase works we remember that three
additional classifiers are used to decide whether a possible constituent start and end
pair actually resemble a constituent of the given type. Depending on the outcome
the possible suggestion is assigned a weight in the mapped graph. Table 7.4 shows
the performance of these classifiers on the test set. Especially the large number
of false-positives poses a problem here: a larger weight will be assigned to those
candidates causing the final resulting false-positives we observed. The comparably
bad performance of these classifiers directly influences the robustness of the inference
phase. Again, especially a larger training set and more parameter tuning and feature
selection should be the solution here.

Type True False-Pos False-Neg Precision Recall F-measure Accuracy
REL 14 19 9 42.4% 60.9% 50% 87.4%
RELA 2 5 3 28.6% 40% 33.3% 96.4%
LIT 57 18 20 76% 74% 75% 82.9%

Table 7.4: Inference phase classifier performance on the test set. Accuracy in the
last column is based on all 222 instances of constituents classified.

Comparing the two approaches first of all we can see that the rule based approach
of sentence constituent identification outperforms the machine learning based ap-
proach in all measures taken above. Especially the machine learning based approach
produces both, more false-positives and negatives compared to the rule based ap-
proach. As we saw this is mainly due to our used classifiers still not being robust
and accurate enough. The filtering phase fails to predict some ends of constituents
causing the false-negatives and the inference phase is not robust enough to filter out
some wrong suggestions causing the false-positives. A larger training set will defi-
nitely increase the performance of the classifiers and further parameter and feature
tuning should help as well. As we saw the rule based approach could be improved
by developing new and improving existing heuristics. However, care must be taken
not to influence existing heuristics. Furthermore the rule based approach is limited
by its ability to discover more complex embedded constituents - something that is
not easily solved.

20A simple heuristic, suggesting ends for each open constituent at the end of a sentence, is already
present, but obviously not e�ective enough.
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Using the set P of relevant word categories allows us to ignore certain type of words
like “and”,”or” and “but” which are not relevant for the use-case we consider. We
also use the Jaccard distance to measure the similarity of two sub-sentences. The
Jaccard distance d of two sub-sentences C1,C2 is based on their corresponding sets
of relevant words D1 and D2 , and defined as follows:

d = 1 ≠ |D1 fl D2|
|D1 fi D2|

A Jaccard distance of 0 results from two identical sub-sentences and a distance of 1
from two completely di⇢erent sets.
Evaluation is then performed for each sentence by comparing resulting actual with
expected sub-sentences and categorizing them into true, false-positive and false-
negative using above defined sub-sentence equality. Additionally, for each false-
positive sub-sentence we compute the minimum Jaccard distance to the sub-sentences
marked false-negative and vice versa. This allows a measure of how “wrong” the
resulting sub-sentences actually are.

7.3.1 Measurements

In the following evaluation the set of part-of-speech tags regarded relevant are:

P = {PP$, NNP, NNS, NP, NN, V BD, V BZ,

V BP, JJ, V B, RB, PP, PRP, V BN, CD}

For a description of these tags we refer to [Marcus et al. (1993)], but mainly they
include all nouns, personal pronouns, verbs, adjectives, adverbs and numbers.

True False-Pos False-Neg Precision Recall F-measure
ML-CD 56 63 93 47% 37.6% 41.8%
RULE-CD 98 57 51 63.4% 65.8% 64.5%

Table 7.5: Results for the evaluation of contextual sentence decomposition using
the Machine Learning (ML-CD) and Rule Based (RULE-CD) sentence constituent
identification.
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Furthermore natural language processing can be influenced by the lexical quality
of the index. It has been parsed from Wikipedia markup and, although error-less
to large extents, may contain dubious characters and incorrect sentence boundaries.
This hardly influences search results on the standard index, but it can inhibit natural
language processing and thus contextual sentence decomposition to some extent. We
need to remember that the contextual sentence decomposition approaches are based
on a part-of-speech tagger and text chunkers. These assume correct english sentences
as input and their performance can influence all further processing.
As a last point we note that the evaluation does not properly reflect the full e⇢ect
of contextual sentence decomposition. This stems from the already mentioned fact
that the result of a query can contain an entity-excerpt pair several times - once for
each sentence or sub-sentence that matched. Assume a false-positive entity that is
contained five times because it occurs in five di⇢erent matching sentences, but each
time with a di⇢erent, wrong meaning. If contextual sentence decomposition can
eliminate four of the five false-positives results, the entity will still be in the result
set and the e⇢ect of Context Decomposition is not visible in the standard measures.

7.4.1 Measurements

The following table shows the queries used for search quality evaluation.

ID Query
A1 drug=died|death=:e:entity:[...]:person:*
A2 united=states=elected=:e:entity:[...]:president:*
A3 english=:e:entity:[...]:sovereign:*
A4 political=:e:entity:p[...]:writer:*
A5 computer=:e:entity:[...]:scientist:*
M1 edible=leaf|leaves=:e:entity:[...]:plant*
M2 friend*=:ee:entity:alberteinstein:*=:e:entity:[...]:person:*
M3 blood=sugar|glucose|:e:entity:[...]:monosaccharide:*

=:e:entity:[...]:hormone:*
M4 die*|death=:ee:entity:diabetes:*=:e:entity:[...]:politician:*
M5 disqualif*=doping=:e:entity:[...]:athlete:*

Table 7.7: Queries for search quality evaluation. The prefix M indicates evaluation
using a manually generated ground truth, and analogously the prefix A evaluation
against an automatically generated ground truth. For brevity the queries have
been shortened. The full queries can be found in the appendix.
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Query Index True False-Neg False-Pos Precision Recall F-measure
A1 BASE 106 108 1124 8.62% 49.53% 14.68%

ML-CD 92 122 848 9.79% 42.99% 15.94%
RULE-CD 83 131 560 12.90% 38.79% 19.37%

A2 BASE 42 1 139 23.2% 97.67% 37.5%
ML-CD 40 3 111 26.49% 93.02% 41.24%
RULE-CD 39 4 69 36.11% 90.7% 51.66%

A3 BASE 48 11 1409 3.29% 81.36% 4.37%
ML-CD 48 11 1262 3.66% 81.36% 7.01%
RULE-CD 47 12 1103 4.09% 79.66% 7.78%

A4 BASE 29 18 13209 2.19% 61.7% 4.37%
ML-CD 28 19 11755 2.38% 59.57% 4.73%
RULE-CD 26 21 10519 2.47% 55.32% 4.91%

A5 BASE 294 63 2850 9.35% 82.35% 16.8%
ML-CD 290 67 2570 10.14% 81.23% 18.03%
RULE-CD 289 68 2403 10.74% 80.95% 18.96%

TOTAL BASE 519 201 18731 2,7% 72,1% 5,2%
A1-A5 ML-CD 498 222 16546 2,9% 69,2% 5,6%

RULE-CD 484 236 14654 3,2% 64,7% 6,1%
M1 BASE 41 0 58 41.41% 100% 58.57%

ML-CD 33 8 42 44% 80.49% 56.9%
RULE-CD 25 16 16 60.98% 60.98% 60.98%

M2 BASE 35 0 65 35% 100% 51.85%
ML-CD 28 7 52 35% 80% 48.7%
RULE-CD 21 14 15 58.33% 60% 59.15%

M3 BASE 21 0 19 52.5% 100% 68.85%
ML-CD 18 3 18 50% 85.7% 63.16%
RULE-CD 17 4 9 65.38% 80.95% 72.34%

M4 BASE 21 0 7 75% 100% 85.71%
ML-CD 20 1 4 83.33% 95.23% 88.89%
RULE-CD 19 2 1 95% 90.48% 92.68%

M5 BASE 42 0 24 63.63% 100% 77.78%
ML-CD 37 5 15 71.15% 88.1% 78.72%
RULE-CD 34 8 8 80.95% 80.95% 80.95%

TOTAL BASE 160 0 173 48% 100% 64,9%
M1-M5 ML-CD 136 24 131 50,9% 85% 63,7%

RULE-CD 116 44 49 70,3% 72,5% 71,4%
Table 7.8: Search query results for executing against the baseline index (BASE)

and the indices pre-processed with contextual sentence decomposition using the
rule based approach (RULE-CD) and the machine learning based approach (ML-
CD) are shown.
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RULE-CD 116 44 49 70,3% 72,5% 71,4%
Table 7.8: Search query results for executing against the baseline index (BASE)

and the indices pre-processed with contextual sentence decomposition using the
rule based approach (RULE-CD) and the machine learning based approach (ML-
CD) are shown.
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7.4 Search Quality

Query Index True False-Neg False-Pos Precision Recall F-measure
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RULE-CD 21 14 15 58.33% 60% 59.15%
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ML-CD 18 3 18 50% 85.7% 63.16%
RULE-CD 17 4 9 65.38% 80.95% 72.34%

M4 BASE 21 0 7 75% 100% 85.71%
ML-CD 20 1 4 83.33% 95.23% 88.89%
RULE-CD 19 2 1 95% 90.48% 92.68%

M5 BASE 42 0 24 63.63% 100% 77.78%
ML-CD 37 5 15 71.15% 88.1% 78.72%
RULE-CD 34 8 8 80.95% 80.95% 80.95%
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RULE-CD 116 44 49 70,3% 72,5% 71,4%
Table 7.8: Search query results for executing against the baseline index (BASE)

and the indices pre-processed with contextual sentence decomposition using the
rule based approach (RULE-CD) and the machine learning based approach (ML-
CD) are shown.
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Mapping to the maximum weight independent set 
problem

• Build a graph

- Insert node for each span

- Insert edge betweens spans that overlap or start at 
same word

- Assign high weight if span was correctly classified
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Rule based Approach

Woodwards hypothesis is related to Dennis William 
Sciama‘s formulation of Mach's principle, a rather vague 
concept propounded by the philosopher Ernst Mach, which 
Albert Einstein viewed as something along the lines of 
"inertia originates in a kind of interaction between bodies”

Difficult Sentence

• Problem: embedded relative clauses

• need to know what they attach to in order to 
embed correctly
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Original Sentence with Identified Constituents

Rule based Approach

Harrison asserts the existence of female trinities, discusses 
the Horae as chronological symbols representing the phases 
of the Moon and goes on to equate the Horae with the 
Seasons, the Graces and the Fatesand the three seasons of 
the ancient Greek year, and notes that "The matriarchal 
goddess may well have reflected the three stages of a 
woman's life."

Difficult Sentence

• Problem: embedded list items

http://en.wikipedia.org/wiki/Horae
http://en.wikipedia.org/wiki/Horae
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Original Sentence with Identified Constituents

Rule based Approach

The shooting left Jack with a lot of resentment towards 
people who dealt with drugs and caused him to let an 
innocent man fall to his death

Difficult Sentence

• Problem: list items start with verbs



50Contextual Sentence Decomposition with Applications to Semantic Full-Text SearchAug. 9, 2011

Original Sentence with Identified Constituents

Rule based Approach

Four popular cocktails that require the use of a muddler 
are the Old-Fashioned made with whiskey, the mojito made 
with light rum, the caipirinha made with cachaca and the 
mint julep made with Bourbon Whiskey.

Difficult Sentence

• Problem: list items contain verb phrases and look 
like the start of a new self-sufficient sentence


